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Abstract—In this paper we investigate detection of high-level
concepts in multimedia content through an integrated approach
of visual thesaurus analysis and visual context. In the former,
detection is based on model vectors that represent image com-
position in terms of region types, obtained through clustering
over a large data set. The latter deals with two aspects, namely
high-level concepts and region types of the thesaurus, employing
a model of a priori specified semantic relations among concepts
and automatically extracted topological relations among region
types; thus it combines both conceptual and topological context. A
set of algorithms is presented, which modify either the confidence
values of detected concepts, or the model vectors based on which
detection is performed. Visual context exploitation is evaluated
on TRECVID and Corel data sets and compared to a number of
related visual thesaurus approaches.

Index Terms—Concept detection, contextualization, region the-
saurus, region types, visual context.

I. INTRODUCTION

A S far as the current content-based image analysis and re-
trieval systems are concerned, most of them are limited

by the existing state-of-the-art in image understanding, in the
sense that they usually take a relatively low-level approach and
fall short of higher-level interpretation and knowledge. Knowl-
edge-based techniques, human perception and scene content un-
derstanding techniques have started to gain focus on the task of
bridging the semantic and conceptual gap that exists between
humans and computers. In this paper, we shall provide our re-
search view on modelling and exploiting contextual information
towards efficient high-level content understanding. This kind of
information acts as a simulation of the human visual perception
scheme, by taking into account all information relative to the
visual content of a scene [4]. As a result, context may be used
to improve the performance of automated systems for knowl-
edge-assisted analysis, semantic indexing and retrieval of mul-
timedia content.

It is true that combining context with semi-automated
high-level concept detection or scene classification techniques,
in order to achieve better semantic results during the multimedia
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content analysis phase, is a challenging and broad research
area for any researcher. Although the well-known “semantic
gap” [64] has been acknowledged for a long time, multimedia
analysis approaches are still divided into two rather discrete
categories; low-level multimedia analysis methods and tools,
on the one hand (e.g., [59]) and high-level semantic annotation
methods and tools, on the other (e.g., [78], [5]). It was only
recently, that state-of-the-art multimedia analysis systems have
started using semantic knowledge technologies, as the latter
are defined by notions like ontologies [74], folksonomies [43]
and the Semantic Web standards. Their advantages, when using
them for creation, manipulation and post-processing of multi-
media metadata, are depicted in numerous research activities.
The core idea is to combine such formalized knowledge and
a set of features to describe the visual content of an image or
its regions, like, for instance, in [81], where a region-based
approach using MPEG-7 visual features and ontological knowl-
edge is presented.

The rest of this paper is structured as follows: In Section II,
we describe briefly the problem this work attempts to address.
In Section III, we place our work within related literature,
whereas in Section IV, our motivation in utilizing the notion of
visual context in concept detection and scene classification is
described. Section V deals with the proposed enhanced visual
conceptualization and the determination of an image’s region
types. In Section VI, the overall fuzzy context knowledge for-
malization is described, together with the proposed contextual
adaptation in terms of the visual context algorithm and its
optimization steps. Section VII lists our experimental results
on well-known datasets and Section VIII concludes our work.

II. PROBLEM FORMULATION

Conjunction of any form of contextual information with
image content features in the means of either low-level features
(e.g. color, texture, shape) or semantic concepts (e.g., sky,
sand, sea, etc.) constitutes one of the most interesting research
problems towards efficient concept detection and image clas-
sification. The use of enhanced visual information, such as
information obtained from the application of supervised or
unsupervised learning methodologies on low-level features is
introduced in our work to improve the results of traditional
knowledge-assisted image analysis, based both on low-level
visual and high-level contextual information. In general, this
information forms an intermediate description, which may be
semantically described, but at the same time does not express
the high-level concepts. Thus, a relative knowledge model is
constructed, containing this kind of information, which may be
described as follows:
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• a low-level description, but then again one level above the
one extracted from the multimedia content;

• a high-level conceptual description, but then again one
level below the ultimate goal;

• an in-between description, which can be described seman-
tically, but is not a high-level concept.

As a result, the main task of this work is the detection of
high-level concepts in multimedia content through an integrated
approach of both using visual thesaurus to represent the visual
image properties and visual context in the detection process.
The first part is based on the construction of model vectors that
represent a given image in terms of the region types it contains
and are obtained through clustering over a large, globally anno-
tated, available image data set. The second part is modelled upon
“fuzzified” contextual semantic relations among concepts (i.e.,
conceptual context), as well as “fuzzified” contextual topolog-
ical relations among region types (i.e., topological context). We
should emphasize at this point that our approach uses a globally
annotated training dataset; thus, it detects whether a high-level
concept exists within the image in question and not actual place
of the concept with regard to a region.

III. RELATED WORK

Being an appealing research problem, detection of high-level
concepts within multimedia content is, in principle, a bottom-up
approach. It focuses on local analysis to detect and recognize
specific objects within an image, without utilizing explicit
knowledge of the surrounding context (e.g., recognize a
building or a tree). Acknowledging the need for providing such
an analysis, many research efforts set focus on low-level feature
extraction in a way to efficiently describe the various audiovi-
sual characteristics of a multimedia document. However, the
“semantic gap” often characterizes the differences between
descriptions of a multimedia object by different representations
and the linking from the low- to the high-level features. More-
over, the semantics of each object depend on the context it is
regarded within. For multimedia applications this means that
any formal representation of real-world analysis and processing
tasks requires the translation of high-level concepts and rela-
tions (e.g., in terms of valuable knowledge) into the elementary
and extensively evaluated characteristics of low-level analysis,
such as visual descriptions and low-level visual features.

When focusing solely on the visual part of the analysis
phase, it is true that high-level concept detection remains still
an unsolved research task. Its two main and most interesting
aspects appear the selection of the low-level features that will
be extracted and the approach that will be used for assigning
these low-level descriptions to high-level concepts. Plenty of
works exist towards the solution of this problem. In [42], a
multimedia analysis and retrieval system using multimodal ma-
chine learning techniques in order to model semantic concepts
in video is presented. In [55], the structure of a scene image
is estimated by the mean of global image features and is used
to enhance object recognition in natural scenes. Some further
research works fall in the category of the “bag-of-words”
approach. There, an image is decomposed to a set of “visual
words” derived after clustering or segmentation of the input
image. Souvannavong et al. in [67] and [68] use a region-based

approach in content retrieval that uses Latent Semantic Indexing
(LSI) techniques. In [60], low-level features are extracted by
segmented regions of an image, utilizing a mean-shift algo-
rithm in the process. In [22], images are partitioned in regions,
regions are clustered to obtain a codebook of region types, and
a bag-of-regions approach is applied for scene representation.
Moreover, in [27], the classification process starts with the ex-
traction of Local Interest Points based on the extraction of SIFT
features, quantized using a visual dictionary. Boujemaa et al.
[6] present a hybrid thesaurus approach, whereas in [14], visual
categorization is achieved using a bag-of-keypoints approach.
In [56], the authors train separate shape detectors using a shape
alphabet, which is actually a dictionary of curve fragments.
A lexicon-driven approach, used within an interactive video
retrieval system, is presented by Snoek et al. in [66] and [65].
Finally, in [34], an approach for texture and object recognition
is presented. Therein, textures are represented using a visual
dictionary found by quantizing appearance-based descriptors
of local features.

In the field of segment-based image annotation, several re-
search approaches adopt part-based visual features, either grids
([21], [29], [36]) or segmented regions ([3], [26], [28]), but
they do not aim to establish the correspondences between in-
dividual parts and semantic labels. Fan et al. [18] and Yang et
al. [85] have proposed different approaches for image-level an-
notation by firstly establishing correspondences between salient
(or representative) regions and semantic labels. In [40], an ex-
emplar-based algorithm for detection and segmentation is pre-
sented, while in [23], an approach to include contextual features
for labeling images is discussed. There each pixel is assigned to
one of a finite set of labels using multiscale conditional random
fields. The advanced problem of image segmentation and region
labeling is tackled in [83]. Therein, after an initial over-segmen-
tation step, model-based recognition techniques are used to re-
fine segmentation and to detect several concepts. Moreover, in
[58], an object class recognition and segmentation system is pre-
sented. It is trained using weakly supervised training data, with
the goal of examining the influence that different model choices
can have on its performance.

On the other hand, both current and prior research activities
focus either on low- or high-level interpretations in a totally dis-
criminated manner. However, this kind of approach alone is not
considered to be enough for efficient multimedia processing.
Contextual information in terms of specific concepts, objects
and events (e.g., typically present in an outdoor scenery) could
be a considerable source of useful information [77]. A signifi-
cant number of misclassifications usually occur because of the
similarities in low-level characteristics of various object types
and the lack of such high-level contextual information underlies
as the major limitation of individual object detectors. Generic al-
gorithms for automatic object recognition, region-level annota-
tion, object recognition ([12], [15], [62]) and scene classification
[75] are unfortunately not producing reliable results. Moreover,
restricting the problem at hand to a specific domain of interest
does not provide a global and thus satisfactory solution.

The introduction of contextual information in the above pro-
cesses is not a straightforward task. As can be found in the liter-
ature, the term context [44] may be interpreted and even defined
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in numerous ways, varying from the philosophical to the prac-
tical point of view [35]. It can take on many meanings and there
is not one definition that is felt to be globally acceptable and that
covers all the ways the term is used [16]. The notion of visual
context is introduced in [49], [77] and [51], as an extra source
of information for both object detection and scene classifica-
tion. An ontology-based classification scheme is presented in
[84]. There it is shown that ontology-based concept learning im-
proves the accuracy of a concept by considering the possible in-
fluence relations between all concepts based on a predefined on-
tology hierarchy. Fan et al. [20] built a concept ontology using
both semantic and visual similarity, in an effort to exploit the
inter-concept correlations and to organize the image concepts
hierarchically. In the process, they tried to effectively tackle
the problem of intra-concept visual diversity by using multiple
kernels. Moreover, in [19], they propose an algorithm called
“product of mixture-experts” in order to model the contextual
relationships between image concepts and several patterns of
the relevant salient objects, with whom they co-appear.

Spatial relations among objects and regions appear also cru-
cial in the concept detection process. In [25] an ontology of
spatial relations is proposed that aims to facilitate image inter-
pretations. In [87], an attempt to exploit spatial context con-
straints for automated image region annotation is conducted,
utilizing topological relationships between regions in the same
scene. Lipson et al. [37] presented earlier another spatial context
modelling approach, called configuration-based scene model-
ling, suitable for content-based indexing and retrieval. Two fur-
ther models of spatial context-aware object detection have been
developed by Singhal et al. in [62] and by Boutell et al. in [10].
The former proposes a generic outdoor-scene model, whereas
the latter one is specific to individual representative scene types
(such as beach, mountain or city scenery). Moreover, in [86],
multiple class object-based segmentation is achieved using the
appearance and bag-of-keypoints models, integrated over mean-
shift patches. The spatial relationships of keypoints are mod-
eled and the Elliptical Fourier Descriptor is used to describe the
global shapes.

An extension of Murphy’s work presented in [38] was the
additional use of temporal context, as given by the dependence
between images captured within a short period of time [11]. In
applications involving image collections, images are expected
to be clustered sequentially, thus allowing surrounding images
to be used as temporal context (e.g., family vacation photos). A
general probabilistic temporal context model is also proposed
in [9], where a first-order Markov property is utilized to inte-
grate temporal context sequences. In principle, temporal con-
text plays a significant role among different approaches varying
from active object recognition [57] to temporally related events
within natural language texts [47]. Another form of context, the
so called imaging context, dealing with camera metadata tags
about scene capture properties (e.g., EXIF [17] exposure time)
is utilized in [7] to aid in a number of multimedia analysis prob-
lems, including indoor-outdoor classification and event detec-
tion. Finally, the approach proposed by Vailaya et al. [80] brings
up the issue of utilizing context orientation information in object
detection algorithms. However, this task is generally avoided
due to the fact that such information is not always available and

performance of classification algorithms is more than adequate
despite this shortcoming.

According to the previous statements, visual context is
strongly related to the core problem of image analysis, namely
high-level concept detection. A significant number of misclas-
sifications usually occur because of the similarities in low-level
color and texture characteristics of various object types and also
the lack of contextual information, which is a major limitation
of individual object detectors. A lot of attention has been given
among researchers on modeling relationships between objects
and regions ([23], [32], [79]) or objects and other objects,
e.g., in [33] or [76], where specifically an object detection and
segmentation scheme is assisted by contextual information
of other objects. Even a mechanism for estimating 3D scene
geometry from a single image and use this information as
additional improvement to object detection has been proposed
by Hoiem et al. [24]. Towards the improvement of current
object detectors, an interesting approach is the one presented
in [39]. A spatial context-aware object-detection system is
proposed, initially combining the output of individual object
detectors in order to produce a composite belief vector for the
objects potentially present in an image. Furthermore, in [61],
Shotton et al. create a discriminative model of object classes by
capturing simultaneous appearance, shape and context infor-
mation. Subsequently, spatial context constraints, in the form of
probability density functions obtained by learning, are used to
reduce misclassification by constraining the beliefs to conform
to the spatial context models. Unfortunately, such an approach
alone is still not considered globally sufficient, as it does not
utilize the significant amount of available useful knowledge in
the form of semantic or topological relations.

IV. MOTIVATION AND OVERVIEW

The idea behind the use of additional contextual information
refers to the fact that not all events are relevant in all situations
and this holds also when dealing with image analysis problems.
Since there is not a globally applicable aspect of context in the
multimedia analysis chain, it is very important to establish a
working representation for context, in order to benefit from and
contribute to the proposed enhanced multimedia analysis. In the
following, we shall refer to the term visual context, by inter-
preting it as all information related to the visual scene content
of a still image or video sequence that may be useful during its
analysis phase. The problems to be addressed include how to
represent and determine context, how to use it, and how to de-
fine and model corresponding analysis features to take advan-
tage of it. Additionally, efficient ways to utilize the new content
and context representations must be investigated, in order to op-
timize the results of traditional content-based analysis, where
the lack of contextual information significantly hinders its per-
formance [50]. Taken into account the current state-of-the-art,
both in terms of works dealing with content classification and
regional visual dictionaries, as well as context modelling tech-
niques, this work aims at a hybrid unification of them, in order
to achieve optimized content analysis results and strengthen its
high- and low-level correlation.

As the main drawback of previously discussed individual ob-
ject detectors tends to be the fact that they only examine isolated
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strips of pure object materials, taking into account the contextual
information of the scene or individual objects themselves is of
great value. However, this process is very important and also ex-
tremely challenging even for human observers. The herein pro-
posed visual context is able to aid in the direction of natural ob-
ject detection methodologies, simulating the human approach
to similar problems. For instance, many object materials can
have the same appearance in terms of color and texture, while
the same object may have different appearances under different
imaging conditions (e.g., lighting, magnification); however, one
important trait of humans is that they examine all the objects in
the scene before making a final decision on the identity of indi-
vidual objects. The use of visual context in the visual analysis
process is the one that provides the necessary added value and
forms the key for such a solid unambiguous detection process;
thus it will be extensively presented and exploited in the fol-
lowing.

More specifically, our effort focuses on an integrated ap-
proach, offering unified and unsupervised manipulation of
multimedia content. It acts complementary to the current
state-of-the-art as it tackles both aforementioned challenges.
Focusing on semantic analysis of multimedia, it contributes
towards bridging the gap between the semantic and raw nature
of multimedia content. It tackles one of the most interesting
problems in multimedia content analysis, namely detection of
high-level concepts within multimedia documents, based on
the semantics of each object in terms of its visual context in-
formation. The latter is based on both semantic and topological
relationships that are inherent within the visual part of the con-
tent. Our approach proves also that the use of such enhanced
information improves the results obtained from traditional
knowledge-assisted image analysis techniques, based on both
visual and contextual information.

V. IMAGE REPRESENTATION AND HIGH-LEVEL CONCEPT

DETECTION USING A REGION THESAURUS

In the following subsections, we present our approach and
implementation, in order to tackle the high-level concept
detection problem from a different and at the same time in-
novative aspect, i.e., the one based on a region thesaurus and
corresponding region types [69]. This research effort was
expanded and further strengthened within [52], [53], [70], [72],
and [73], by exploiting visual context in the process and by
achieving promising research results. Our main focus remains
to provide an ad-hoc “ontological” knowledge representation
containing both high-level features (i.e., high-level concepts)
and lower-level features and exploit it towards efficient multi-
media analysis. Generally, the visual features one can extract
from an image or video document may be divided in two
major categories. The first one contains typical low-level vi-
sual features, which may provide a qualitative or quantitative
description of the visual properties. Often these features are
standardized in the form of a visual descriptor. The second
category contains high-level features, that describe the visual
content of an image in terms of its semantics. One fundamental
difference between those categories is that low-level features
may be calculated directly from an image or video, while

high-level features cannot be directly extracted, but are often
determined by exploiting the low-level features.

In this sense, we try to enhance the notion of a visual context
knowledge model with mid-level concepts. These concepts may
provide an in-between description, which can be described se-
mantically, but does not express neither a high- nor a low-level
concept. Thus, in this work we focus on a unified multimedia
representation by combining low- and high-level information in
an efficient manner and attach it to the context model by defining
certain relations. To better understand the notion of region types,
we present a visual example in Fig. 1. In this example, one could
describe the visual content of the image either in a high-level
manner (i.e., the image contains sky, sea, sand and vegetation) or
in a lower level, but higher than a low-level description (i.e., an
“azure” region, a “blue” region, a “green” region and a “grey”
region). We shall call these features region types since in our be-
lief each image can be intuitively and even efficiently described
by a set of them. Thus, it is of crucial importance to define this
set of region types in an effective manner, that can efficiently de-
scribe almost every image in the domain of interest. In the next
subsections, we describe briefly the extraction of the low-level
features and the region thesaurus construction. Fig. 2 presents
the overall methodology.

A. Low-Level Feature Extraction

For the extraction of the color and texture features of a given
image, an approach of extracting visual descriptors locally, i.e.,
from image regions, has been followed. Firstly, a color segmen-
tation algorithm is applied. This algorithm is a multiresolution
implementation of the well-known RSST method [2], tuned to
produce a coarse segmentation. This way, one could intuitively
provide a qualitative description of the image. The reason we
choose such an under-segmentation is that it facilitates image
description, without increasing the problem’s complexity. After
splitting the image in a small number of regions, low-level visual
descriptors from the well-known MPEG-7 standard [13] are se-
lected to capture a standardized description of their visual con-
tent. Since the high-level concepts we aim to detect fall to the
categories of “materials” and “scenes”, the only MPEG-7 de-
scriptors that make sense to use are those that capture color and
texture properties. For the extraction of these Descriptors we use
the MPEG-7 eXperimentation Model (XM) [48]. More specifi-
cally, for the representation of color and texture features of the
image regions, we select the following MPEG-7 descriptors:
The Dominant Color Descriptor, the Color Layout Descriptor,
the Scalable Color Descriptor, the Color Structure Descriptor,
the Homogeneous Texture Descriptor, and the Edge Histogram
Descriptor [41]. In order to obtain a single region description
from all the extracted region descriptions, we follow an “early
fusion” method and merge them after their extraction [71]. The
vector formed for a given region will be referred to as “fea-
ture vector” .

B. Construction of a Region Thesaurus

After extracting the aforementioned MPEG-7 color and tex-
ture features we move to the next step that aims to bridge these
low-level features to the high-level concepts. To achieve this,
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Fig. 1. Input image and its coarse segmentation.

Fig. 2. High-level concept detection methodology.

we construct a visual thesaurus and with its aid we form an in-
termediate image description. This description will contain all
necessary information to connect one image with every visual
word of the dictionary. This way, we achieve to keep a fixed-size
image description and tackle the problem that the number of
segmented regions is not fixed. Moreover, this description will
prove useful when contextual relations will be exploited. Given
the entire training set of images and their extracted low-level
features, one can easily observe that those regions that belong to
similar semantic concepts, also have similar low-level descrip-
tions. In addition, those images that contain the same high-level
concepts are consisted of similar regions. This region similarity
can be exploited as region co-existences often characterize the
concepts that exist within an image [69].

The first step towards the construction of the proposed unified
knowledge model, which will exploit the notion of visual con-
text, is the selection of its region types. Based on the aforemen-
tioned observations, we start from an arbitrary large number of
segmented regions and we apply a hierarchical clustering algo-
rithm [54] on them. After this process, we should note that each
cluster may or may not contain (and thus represent) a high-level
feature and each high-level feature may be contained in one or
more clusters. Concept sand, for instance, may have many in-
stances differing e.g., in the color or the texture. Moreover, in a
cluster that may contain instances from a semantic entity (e.g.,
sea), these instances could be mixed up with parts from another
visually similar concept (e.g., sky). We select the region type
that represents each cluster as the closest region to its centroid.
A dendrogram illustrating the described hierarchical clustering
and the selection of the region types is depicted in Fig. 3. In this
simplistic example an initial set of 14 candidate region types is
clustered. Then, six region types are selected to represent the
enhanced features.

Finally, we formally describe the constructed visual dictio-
nary (thesaurus) as a set of visual words with the aid of (1)
and (2) as follows:

(1)

Fig. 3. Region-type selection using hierarchical clustering; selected region
types are depicted within the red box.

(2)

where is the set of all regions, its cardinality, is the
number of region types of the thesaurus (and, obviously, the
number of clusters) and is the -th cluster. Additionally, ac-
cording to (2), the utilization of all clusters provides the entire
set, if and only if all regions are used for clustering and different
clusters do not contain common regions (i.e., crisp clustering).1

We then choose to represent each region type by the feature
vector that lies closer to the feature vector of each cluster. The
calculation of each center is depicted in (3) as the centroid of
all feature vectors belonging to the same cluster, where is
the number of elements of cluster . Thus, each feature vector
selected to represent each region type is given by (4). The dis-
tance between two feature vectors is denoted by (5). These re-
gion types are the centroids of the clusters and all the other fea-
ture vectors of a cluster are their synonyms. By using a signifi-
cantly large training set of images, the thesaurus is constructed.
Its purpose is to formalize a conceptualization between the low
and the high-level features and facilitate their association.

(3)

(4)

Each region type is represented by its feature vector that con-
tains all the extracted low-level information for it. As it is ob-
vious, a low-level descriptor does not carry any semantic in-
formation. It only constitutes a formal representation of the ex-
tracted visual features of the region. On the other hand, a high-
level concept carries only semantic information. A region type
lies in-between those features. It contains the necessary infor-
mation to formally describe the color and texture features, but
can also be described with a lower description than the high-
level concepts, i.e., one may describe a region type as a green
region with a coarse texture.

C. Model Vector Construction and High-Level Concept
Detection

In the following, we present the algorithm used to describe
each segmented image with the aid of the previously constructed
region thesaurus. In particular, we apply the Euclidean distance
on the vectors, in order to calculate the distance between two
different regions, as far as their feature vectors are concerned.

1Obviously, in a further optimization stage, one could apply a fuzzy clustering
approach, but this lies outside the scope of our current work.
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Fig. 4. Distances between regions and region types: on the left we present distances between an image region and all region types, whereas on the right, distances
between all regions and a specific region type are depicted.

Let any two regions , with the feature
vectors and Euclidean distance ,
as the latter is denoted by (5). is the set of feature vectors for
the specific set of regions, whereas is the entire feature vector
space. The same applies for and . At this point we must
note that the MPEG-7 standard does not specify strict distance
measures for the descriptors; it only suggests some, so as to
allow for other measures to be used and test their efficiency. As
depicted in experiments in our previous work [69], the use of the
Euclidean distance provides a simple way to use all extracted
low-level information, leading also to satisfactory results

(5)

Having calculated the distance of each region (cluster) of
the image to all the words of the constructed thesaurus, the
model vector that semantically describes the visual content of
the image is formed by keeping the smaller distance for each
intermediate concept (region type). After extracting model vec-
tors from all images of the (annotated) training set, a neural
network-based detector is trained separately for each high-level
concept. The input of the detectors is a model vector de-
scribing an image (or keyframe) in terms of the region thesaurus.
The output of the network is the confidence that the image con-
tains the specific concept. In particular, the model vector de-
scribing image , will be:

(6)

where

(7)

and where denotes the set of all regions of image .
In order to better understand the above process, we present

an indicative example in Fig. 4, where an image is segmented
into regions and a region thesaurus is formed by 6 region types.
On the left we present the distances of each region type from
the sky region, whereas on the right we present the distances
of each image region from region type 5. The model vector is
constructed by the smallest distances for each region type. In
this case and considering region type 5, the minimum distance

Fig. 5. Construction of model vectors for two similar images and a visual the-
saurus of six region types; lowest values of model vectors are highlighted (light
green) to note which region types of the thesaurus are most contained in each
image, whereas a high value (light pink) indicates a high distance between the
corresponding region type and the image.

is 0.1. The model vector for the specific image and the specific
thesaurus is depicted in (8)

(8)

where will be 0.1. Taking into consideration all distances
between all image regions (4) and all region types (6) (i.e., a
total of distances) we form the corresponding model
vector.
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Moreover, we present another indicative example in Fig. 5;
this time, two semantically similar images are segmented into
regions and their corresponding model vectors are formed using
the same region thesaurus. In this example, one should observe
that both images contain sea, sky and sand, while only the first
one contains vegetation. Thus, the fourth element of their model
vectors (i.e., the one corresponding to the fourth region type) is
significantly different, while the rest have similar values.

VI. VISUAL CONTEXT

In order to fully exploit the notion of visual context and com-
bine it with the aforementioned region types, we further intro-
duce a twofold approach. Our methodology is divided into two
subsections, according to the effect of visual context regarding
concepts and region types. First, we present an approach that
aims to refine the input of trained high-level concept detectors
based on the contextual relations between region types of the
given training set. We continue with a unified approach that uti-
lizes contextual relations among both high-level concepts and
region types.

A. Topological Context

First, we present an approach that utilizes high-level concept
detectors for the entire image and not for a particular region
of interest. The proposed methodology is part of the analysis
process (and not e.g., a post-processing step) and does not uti-
lize semantic relations for the knowledge construction, but only
topological ones. It is rather easy to prove that the utilization
of such information optimizes the results of traditional knowl-
edge-assisted image analysis, based both on visual, as well as
contextual information. Thus, the initial analysis results are en-
hanced through the utilization of semantic knowledge, in terms
of region-independent region types and the relations between
them.

1) Topological Context Model: In the following, we con-
struct a contextual knowledge model, which encapsulates the
above information type. We further introduce a method for im-
proving the results of low-level based multimedia analysis by
using the notion of region types. The latter form a knowledge
model, described solely by the set of region types and the re-
lations that characterize them. In general, we may decompose
such a model into two parts, the set of all region types
and the set of all relations amongst any two given region
types . More formally

(9)
We incorporate a rather classical subset of crisp topological

relations between region types: adjacent, above, below, left,
right . Their interpretation is rather simple and self-explanatory
(see also Table I). We introduce a degree of confidence to each
one of the above relations, in order to include the real-world
vagueness in our approach. Before actually defining the contex-
tual relations, we should begin by defining the sets of all enti-
ties that are encountered during their calculation process. More

TABLE I
CONTEXTUAL RELATIONS BETWEEN REGION TYPES

specifically and within this subsection let be the set of all re-
gion types, be the set of all images of the training set and be
the set of all regions of all images. For each image we define
the following.

• be the set of all the region
types of the given visual dictionary. As it has been de-
scribed before, may result by applying a clustering algo-
rithm within all the elements of and selecting the regions
that lie closest to the cluster centroids.

• be the set of all regions
(segments), of all images. These regions may occur either
after applying an image segmentation tool or splitting the
image in orthogonal regions using a grid-based approach
etc.

• , be the set of
all region types (clusters) present in image . As obvious,

.
• , be the set of all

initial detector values in image . the initial detector values
in an image are derived from the application of suitable
high-level concept detectors.

Letting be a binary relation between any two given
region types and and be its opposite relation
(e.g., “above” is the opposite relation of “below”), we finally
define the inverse relation as: :
and the opposite relation as: : .
The cardinality of a set is defined as .

In order to obtain a meaningful set of relations suitable to
be used within the multimedia analysis value chain, when dis-
cussed from the global point of view, we extend the above re-
lations and define a set of fuzzy topological relations. In this
manner, let denote any topological relation between any
given region types and

(10)

where .
In order to define the adjacency relation, first we need to de-

fine the following sets:
is the set of

all pairs of regions that are assigned the first to region type
and the latter to .

is the subset of
that includes those pairs that co-exist within the same

image.
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is the subset of
that includes those pairs that are adjacent, within the same

image.
Then, the adjacency relation is defined and calculated as:

is the adjacency relation between
two region types and . The degree to which this relation
holds is calculated by (11) as

(11)

The relations , , and are calculated
based on the algorithm presented in [45], based on the assump-
tion that the topological relations between two points may be
determined by the angle made by the line passing through the
two points and the -axis.

Let , denote the calculated de-
gree of confidence for each topological relation. Then, to calcu-
late the appropriate relation for the given region types and ,
we need to define the following subsets that include those pairs
for which each topological relation holds

(12)
In other words we define the subsets of containing the
pairs, where is “above”, “below”, “left” or “right” in compar-
ison to . Now, the corresponding relations may be calculated
by

(13)

Finally, we introduce another important relation, i.e., the
co-occurrence relation, which is defined statistically from the
training dataset. We define

(14)

where

(15)

As a result, we obtain a set of six fuzzy relations, all of them
summarized in Table I.

As in [31], a fuzzy relation on is a function
and its inverse relation is defined as .

Based on the above relations, a domain-specific, “fuzzified” ver-
sion of a region type knowledge model may be described by
as

(16)

where represents the set of all possible region types and
, denotes any possible non-fuzzy relation amongst two region

types, where

(17)

Fig. 6. Sample fragment of the beach region-type knowledge model.

is the set of all available relations. The final meaningful combi-
nation of relations

(18)
leads to the final model

(19)

which forms an RDF [88] graph (Fig. 6) and constitutes the ab-
stract contextual knowledge model to be used during the anal-
ysis phase. The value of is determined by the semantics of
each relation. To explain the need of , let the value of for
the co-occurrence relation be 0 for two region types and
that never co-occur, i.e., . Nevertheless, in case, for ex-
ample, is always left to , , etc.

2) Topological Context Processing: Once the model vector
for an image is calculated, a context-based confidence value
readjustment algorithm is applied, so as to satisfy the needs of
the problem at hand. The latter forms the last pre-processing step
of the analysis process and provides an optimized re-estimation
of the initial regions’ degrees of confidence to the selected re-
gion types. Consequently, it updates the values of each model
vector, allowing an optimized training process of the classifier,
thus achieving significantly optimized evaluation results.

In a more formal manner, the problem that this work attempts
to address is summarized in the following statement: the visual
context analysis algorithm readjusts in a meaningful way the ini-
tial region type confidence values produced by the previous step
of region type analysis. In this section, the remaining problems
to be addressed include how to meaningfully readjust the initial
membership degrees and how to use visual context to influence
the overall results of knowledge-assisted image analysis towards
higher performance. An estimation of the degree of membership
of each region type is derived from direct and indirect relation-
ships of the latter with other region types in the graph, using
max as a meaningful compatibility indicator.

We may decompose the general structure of the proposed de-
gree of membership re-evaluation algorithm into the following
steps. It must be noted, that according to the characteristics of
each considered domain, different domain similarity (or dissim-
ilarity) measures are imposed, in terms of the normalization pa-
rameter .
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TABLE II
CONTEXTUAL RELATIONS BETWEEN BOTH TYPES OF ENTITIES

1) For each region type describe the fuzzy set using the
widely applied [46] sum notation

, where describes the mem-
bership function: .

2) For each region type in the fuzzy set with a degree
of membership , obtain the particular contextual infor-
mation in the form of its relations to the set of any other
region types: .

3) In the case of multiple region type relations, relating region
type to more than the root concept, apply an intermediate
aggregation step for the estimation of , by considering
the context relevance notion [50].

4) Calculate the new degree of membership , taking into
account each domain’s similarity measure, based on the
recursive formula

(20)

where denotes the iteration used2. Equivalently, for an
arbitrary iteration

(21)

where represents the initial degree of membership for
region type .

In this manner, we obtain the replacement of the initial model
vector values with optimized ones, regarding their semantics
and according to the guidelines of the contextual knowledge.
The contribution of the proposed methodology is important, as
it will be denoted within the Results Section VII.

B. Unified Context

We further advance the proposed conceptualization by intro-
ducing a hybrid knowledge representation approach in the form
of an extended, unified context model [52]. We enhance the tra-
ditional notion of a contextual ontology [1] with mid-level en-
tities and topological relations. These entities may provide an
intermediate description, which may be semantically described,
but they do not express a high-level nor a low-level entity. As
a result, we focus on an integrated multimedia representation,
combining low- and high-level information with an efficient

2According to our experimental results, typical values of � are: 3, 4, and 5.

manner and we combine it with the description of a typical con-
text model by defining new (topological) and expanding pre-
vious (semantic) relations.

1) Unified Context Model: The proposed knowledge model
is described by a set of high-level concepts, a set of region types
and a set of relations among them. In general, this type of hy-
brid model may be decomposed into three parts, the set
of all high-level concepts, the set of all region types and the set

of all binary relations between any meaningful combina-
tion of concepts and region types3. More specifically there may
exist one or several relations between two high-level concepts,
two given region types or a high-level concept and a region type.
More formally

(22)

where . In other words, since the proposed model
does not restrict the relations to be only amongst members of

or , it is possible that and or vice versa.
Also, since for each applied semantic relation its inverse exists,

, where denotes the cardinality of a set.
Thus, we utilize a new set of relations (Table II) and rede-

fine them by associating a degree of confidence to each one of
them to incorporate fuzziness. This set of utilized relations con-
tains both topological and MPEG-7 semantic relations, obtained
by utilizing either a statistical approach on the training data set
(used mainly for the definition of topological relations) or an
expert’s opinion (used mainly for the definition of the semantic
relations).

However, it should be clear that not all relations are appro-
priate between any type of entity pairs. For example, the rela-
tion Similar does not make sense between two high-level con-
cepts, or between a high-level concept and a region type, i.e.
sea cannot be related to sand using this relation. However, sim-
ilarity is a meaningful measure to relate two region types and
may calculated by comparing their low-level features. The pos-
sible relations for each entities’ pair are depicted on the right
side of Table II.

All the above relations form a context model, that may be vi-
sualized as a graph (see Fig. 7); every node represents a concept

3The term entities will be used in the following when referring to either con-
cepts or region types.
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Fig. 7. Fragment of the unified context model. Numbers indicate the fuzzy de-
gree of confidence for each relation. (a) Relations among sea and all other enti-
ties. (b) Relations among the fourth region type (T4) and all other entities.

or region type and each edge, between two nodes, a contextual
relation between the respective entities. Additionally, a related
degree of confidence is associated to each edge, expressing the
desired fuzziness within the context model. An existing edge
between a given pair of entities is produced based on the set of
contextual fuzzy relations that are meaningful for the particular
pair. For example, two region types, i.e., a “green” and a “blue”
one, may utilize the relations Similar, Accompanier, and Com-
ponent.

Based on the above relations, a domain-specific, “fuzzified”
version of the proposed model may be described by

(23)
where represents again the set of all high-level concepts and

the set of all possible region types and

(24)
A combination of relations

(25)

leads to the final knowledge model

(26)

Fig. 8. Indicative Corel images.

Fig. 9. Indicative TRECVID images.

In Fig. 7(a) and (b), we present the visualization of two frag-
ments of the aforementioned RDF graph. We should note here
that we represent only two small fragments of the entire visual
context knowledge model, for the sake of the presentation and
the explanatory examples. That is because a model with 1 do-
main, 6 concepts, and 25 region types (i.e., 32 entities) would
require a maximum of 496 relations. Even though not all rela-
tions are applicable, as already explained, such a complicated
graph is difficult to be presented in a figure. The degree of con-
fidence of each edge represents fuzziness in the model, imple-
mented herein according to the RDF reification technique [89].

2) Unified Context Processing: Based on the principles
and mathematical foundations of fuzzy algebra [46] and the
described knowledge conceptualization, we further present the
ad hoc unified context processing steps and algorithm. The
core functionality of the above methodology is the meaningful
readjustment of the membership degrees of each entity asso-
ciated to a region or segment of an image, obtained from any
kind of image analysis module. The novelty introduced herein
deals with the context value, which is utilized in order to tackle
cases where either the dominant concept or the region type is
difficult to be identified. The problem that this step attempts to
address is summarized in the following statement: it readjusts
in a meaningful manner the initial concept and/or region type
confidence values produced by an initial step of low-level
multimedia analysis.

The composition of the proposed degree of membership
re-evaluation algorithm is formed according to a meaningful
adaptation and combination of the algorithmic principles of
the visual case. Enhanced characteristics to the algorithm’s
structure are complementary imposed, stressing mainly on
the exploitation of fuzzy algebra features for both high-level
concepts and region types. The decomposition of the proposed
degree of membership re-evaluation algorithm into steps for
the unified case is as follows, using the standard -conorm and
the algebraic product as the -norm.

1) Identify a domain similarity (or dissimilarity) measure, im-
posed by the nature of the considered domain: .

2) For each concept, describe the fuzzy set using
the sum notation

, is the membership function:
.

3) For each region type, describe the fuzzy set as
, is the

membership function: .
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TABLE III
COMPARATIVE PRECISION � , RECALL �, AND � -MEASURE SCORES PER CONCEPT FOR SIX DIFFERENT CONCEPT

DETECTION METHODOLOGIES APPLIED ON THE COREL DATASET

TABLE IV
COMPARATIVE PRECISION � , RECALL �, AND � -MEASURE SCORES PER CONCEPT FOR SIX DIFFERENT CONCEPT

DETECTION METHODOLOGIES APPLIED ON THE TRECVID DATASET

4) For each concept in the fuzzy set with a degree of
membership , obtain the particular contextual informa-
tion in the form of its relations to the set of any other enti-
ties: .

5) For each region type in the fuzzy set with a degree
of membership , obtain the particular contextual infor-
mation in the form of its relations to the set of any other
entities: .

6) Calculate the new degrees of membership and , taking
into account each domain’s similarity measure. Again, in
the case of multiple relations, relating concept or region
type to more than the root concept, an intermediate ag-
gregation step should be applied for the estimation of
and , by considering the appropriate context relevance
notion or , respectively.

7) Express the calculation of and for both cases with the
recursive formula

(27)

where denotes the iteration used and stands for either
a concept or region type . Equivalently, for an arbitrary
iteration

(28)

where represents the initial degree of membership for
entity .

VII. EXPERIMENTAL RESULTS

In the following we present an indicative selection of our ex-
perimental results. We include results from the application of
the proposed visual context utilization methodology from the
scope of the solely visual approach, as well as the unified scope.
The utilized expert knowledge is rather ad-hoc; however, this is
not considered to be a liability nor part of the discussed context
model and is aligned to the current application datasets. More

specifically, we evaluate both approaches by utilizing parts of
the well-known Corel and TRECVID datasets and compare their
efficiency to related state-of-the-art techniques.

Initially, we present a set of experimental results from the
application of our visual context approaches on a dataset con-
taining 750 images, 40 region types, and 6 high-level concepts

sea, vegetation, sky, sand, rock, wave . The number of the re-
gion types was selected based on the size of the region thesaurus
and was verified using MDL [30]. The amount and type of con-
cepts utilized is imposed by the problem/dataset at hand; the
dataset utilized was a subset of the well-known Corel image
collection [82], an indicative sample of which is presented in
Fig. 8. We used a manually constructed ground truth and se-
lected as the best normalization parameter for the con-
sidered domain of interest. For the non-contextual detection of
high-level concepts, we applied the already described method-
ology of Section V. We utilized 525 images to train 6 individual
SVM concept classifiers and 225 images as the test set.

We also present some additional experiments from the appli-
cation of the proposed unified contextualization approach on a
second dataset, consisting of 4000 images from the TRECVID
collection [63], 100 region types and 7 high-level concepts

vegetation, road, fire, sky, snow, sand, water . The number
of region types for this dataset was again decided based on
experiments on the size of the region thesaurus and verified by
using the minimum description length methodology introduced
in [30]. A characteristic sample of this dataset is presented in
Fig. 9. We utilized 250 of those images to train seven individual
SVM classifiers and the rest 997 images as our test set.

To evaluate the proposed approaches we compare them to
similar techniques we have used in previous research work.
The results of all approaches on both Corel and TRECVID
datasets are summarized in Tables III and IV. Initially, by
“Region Types (RT)” we present the results based only on the
detection scheme presented in Section V, without exploiting
any contextual knowledge. We further compare this approach
with an extension that uses the Latent Semantic Analysis
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technique [73]. This technique tries to take advantage of the
latent (hidden) relations among the region types within the
images of the training set, and modifies appropriately the
formulated model vector. Results from this technique are
denoted by “ ”, whereas results from the application
of both contextual approaches (i.e., “ ” and
“ ”) follow.

To further evaluate our last approach, we also implemented
two other techniques. The first one, denoted as “Rel. LSA” [68],
adds directly structural constraints to the visual words of the
thesaurus. The fundamental difference between the traditional
LSA we have applied and this one is that every possible un-
ordered pair of clusters is this time considered as a visual word.
This way, a visual thesaurus with too many words (i.e., pairs
of clusters) is created. Nevertheless, the low-level features ex-
tracted from each region are simpler than the MPEG-7 low-level
features that we use. More specifically, a 64-bin color HSV his-
togram is used to capture the color features of 24 Gabor filters
whose energies capture the texture features. The number of the
words that form the visual thesaurus is determined empirically.
The second approach [27] we have implemented starts with
the extraction of Local Interest Points (LIPs) and is denoted as
“LIPs”. The local interest points, often denoted as “salient” tend
to have significantly different properties compared to all other
pixels in their neighborhood. To extract these points a method
called Difference-of-Gaussian (DoG) is applied. From each LIP,
a SIFT descriptor is extracted from an elliptic region. A visual
thesaurus is generated by an offline quantization of LIPs. Then,
using this thesaurus, each image is described as a vector of vi-
sual keywords. Finally, for each high-level concept, a classifier
is trained. It must be noted, that we chose to compare our pro-
posed method to the above set of techniques and methodologies
mainly because they try to face the same problem with more or
less the same motivation as the presented work. The first one
tries to exploit the co-occurrence of region types and to incor-
porate structural knowledge when building a visual thesaurus,
while the latter defines the LIPs as the regions of interest, and ex-
tracts therein appropriate low-level descriptors. Moreover, both
works have been successfully applied to the TRECVID dataset.
Finally, as it is obvious from the interpretation of Tables III
and IV, the proposed contextual unified approach, denoted as
“ ”, outperforms in principle all compared ap-
proaches, in terms of the achieved precision, whereas in some
cases lacks, in terms of the recall.

Based on the above results it is rather obvious that existing re-
lationships between concepts improve the precision of results,
not only for the well-trained, but also for “weak” SVM classi-
fiers. The proposed unified context algorithm uses and exploits
these relations and provides an expanded view of the research
problem, which is based on a hybrid combination of topolog-
ical and semantic relations. The interpretation of all above ex-
perimental results depicts that the proposed contextualization
approach will favor the rather confident degrees of confidence
for the detection of a concept that exists within an image. Quite
on the contrary, it will also discourage the rather uncertain or
misleading degrees. It will strengthen the concepts’ differences,
but it will treat smoothly almost certain concepts’ confidence
values. Finally, based on the constructed knowledge, the algo-

rithm is able to disambiguate cases of similar concepts or con-
cepts being difficult to be detected from the simple low-level
analysis steps.

VIII. CONCLUSION

Our research effort focus on an integrated approach offering
a unified and unsupervised management of multimedia content.
It is proved that the use of enhanced intermediate information
is able to improve the results of traditional, knowledge-assisted
image analysis, based on both visual and contextual informa-
tion. It indicates clearly that high-level concepts can be effi-
ciently detected when an image is represented by a model vector
with the aid of a visual thesaurus and visual context. The role
of the latter is crucial and significantly aids the image analysis
process, as indicated from the evaluation of our approach in
comparison to related state-of-the-art techniques on the well-
known Corel and TRECVID datasets. Amongst the core con-
tribution of this work has been the implementation of a novel,
twofold visual context interpretation utilizing a fuzzy represen-
tation of knowledge. Experimental research results were pre-
sented, indicating a significant high-level concept detection op-
timization (i.e., precision improvement per concept varies from
12.04% to 95.45%) over the entire datasets utilized. Although
the total improvement is not considered to be impressive, we
believe that our approach successfully incorporates the under-
lying contextual knowledge and further exploits visual context
in the multimedia analysis value chain. We also think that minor
enhancements on the implemented contextual model, e.g., in
terms of additional spatial, temporal or semantic relationships
exploitation, would further boost its performance.
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